**Project: Income Qualification**

**Objective:**

Many social programs have a hard time ensuring that the right people are given enough aid. It’s tricky when a program focuses on the poorest segment of the population. This segment of the population can’t provide the necessary income and expense records to prove that they qualify. In Latin America, a popular method called Proxy Means Test (PMT) uses an algorithm to verify income qualification. With PMT, agencies use a model that considers a family’s observable household attributes like the material of their walls and ceiling or the assets found in their homes to classify them and predict their level of need. While this is an improvement, accuracy remains a problem as the region’s population grows and poverty declines. The Inter-American Development Bank (IDB)believes that new methods beyond traditional econometrics, based on a dataset of Costa Rican household characteristics, might help improve PMT’s performance.

**Data set names:**

Train.csv

Test.csv

**Source code:**

In [30]:

*# Importing libraries*

**import** **pandas** **as** **pd**

**import** **numpy** **as** **np**

**import** **sklearn**

**import** **matplotlib.pyplot** **as** **plt**

**import** **seaborn** **as** **sns**

%**matplotlib** inline

In [2]:

*# Importing the dataset*

train\_df = pd.read\_csv("train.csv")

test\_df = pd.read\_csv("test.csv")

In [3]:

train\_df.shape

Out[3]:

Output: (9557, 143)

In [4]:

test\_df.shape

Out[4]:

**Output**: (23856, 142)

In [5]:

train\_df.info()

**Output**: <class 'pandas.core.frame.DataFrame'>

RangeIndex: 9557 entries, 0 to 9556

Columns: 143 entries, Id to Target

dtypes: float64(8), int64(130), object(5)

memory usage: 10.4+ MB

In [6]:

test\_df.info()

**Output**: <class 'pandas.core.frame.DataFrame'>

RangeIndex: 23856 entries, 0 to 23855

Columns: 142 entries, Id to agesq

dtypes: float64(8), int64(129), object(5)

memory usage: 25.8+ MB

In [7]:

*# Identify the output variable.*

train\_df['Target']

Out[7]:

**Output:**

0 4

1 4

2 4

3 4

4 4

..

9552 2

9553 2

9554 2

9555 2

9556 2

Name: Target, Length: 9557, dtype: int64

In [8]:

*# Understand the type of the data*

*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\**

train\_df.dtypes

Out[8]:

**Output:**

Id object

v2a1 float64

hacdor int64

rooms int64

hacapo int64

...

SQBovercrowding float64

SQBdependency float64

SQBmeaned float64

agesq int64

Target int64

Length: 143, dtype: object

In [9]:

test\_df.dtypes

Out[9]:

**Output:**

Id object

v2a1 float64

hacdor int64

rooms int64

hacapo int64

...

SQBhogar\_nin int64

SQBovercrowding float64

SQBdependency float64

SQBmeaned float64

agesq int64

Length: 142, dtype: object

In [10]:

*# Check if there are any biases in your dataset.*

*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\**

train\_df['Target'].value\_counts()

*# Insight: There is bias with Target - 4*

Out[10]:

**Output:**

4 5996

2 1597

3 1209

1 755

Name: Target, dtype: int64

In [58]:

train\_df['Target'].hist()

Out[58]:

<matplotlib.axes.\_subplots.AxesSubplot at 0x1c77c122d08>

![target.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAawAAAEJCAYAAADIGRPxAAAABHNCSVQICAgIfAhkiAAAAAlwSFlzAAALEgAACxIB0t1+/AAAADh0RVh0U29mdHdhcmUAbWF0cGxvdGxpYiB2ZXJzaW9uMy4xLjMsIGh0dHA6Ly9tYXRwbG90bGliLm9yZy+AADFEAAAgAElEQVR4nO3dcUzc933/8ef9Ylk6Y9fn4gPMbwarzsUGlq4uKRjULsI4tjDqCC5RmlVTxUrP9cFko+ERolWpM2kYJ6nxsDnZJpkiNZlUMF5Pbe2oFmwzMfYxqdJ1YNkXeUFJR+4E28WGwiLF398f/fFVzmAODBQ++PWQkHLfz/u+/rz9UfLK5/v9cueIxWIWIiIiy9z/WeoJiIiIzIYCS0REjKDAEhERIyiwRETECAosERExggJLRESMoMASEREjKLBERMQIj3RghcPhpZ7ColOPK4N6XBnU4/w80oElIiLmUGCJiIgRFFgiImIEBZaIiBhhVoH18ccf84Mf/ICtW7eSmppKfn4+PT099rhlWTQ2NrJ9+3bS0tIoLS3lxo0bceeIxWJ4vV4yMjLIyMjA6/USi8Xiavr7+9m3bx9paWlkZWXR1NSEZenD5EVEZBaBFYvF2Lt3L5Zl8dOf/pTr169z/Phx3G63XXPy5ElOnz5NU1MTXV1duN1uysvLuXv3rl1TVVVFKBSivb2djo4OQqEQBw4csMfv3LlDeXk5KSkpdHV1cezYMVpaWjh16tQCtywiIiZalajgH/7hH0hLS+PMmTP2sS1bttj/bFkWfr+fw4cPU1ZWBoDf78fj8dDR0UFlZSU3b97k8uXLXLp0ifz8fABOnDhBSUkJ4XAYj8dDe3s74+Pj+P1+nE4n2dnZ3Lp1i9bWVmpqanA4HAvcuoiImCThDusXv/gFubm5VFZW8vjjj/P1r3+ds2fP2pfqBgcHiUQi7Nq1y36P0+mksLCQ69evAxAMBlm7dq0dVgA7d+4kKSkprqagoACn02nXFBcXMzQ0xODg4MJ0KyIixkq4w/rggw9444038Pl8HD58mN/85jfU19cD4PV6iUQiAHGXCCdfDw0NARCNRklOTo7bJTkcDjZu3Eg0GrVr0tPTp5xjcuzzu7rPm+8vqekX+VYG9bgyqMeH87WeNQt+zofV9/X59ejxeB44ljCw7t27x44dO3j55ZcB+JM/+RNu375NW1sbXq/Xrrv/kp1lWVMC6n6JaiZ3cTNdDpypuUQmL0euZOpxZVCPK8Oi9djz24U/5zws1jomvCSYmprKtm3b4o498cQTfPTRR/Y4YO+UJg0PD9s7pJSUFIaHh+Oe+LMsi5GRkbia6c4BU3dvIiLy6EkYWDt37uT999+PO/b++++zefNmADIzM0lNTaW7u9sen5iYoLe3175nlZeXx+joKMFg0K4JBoOMjY3F1fT29jIxMWHXdHd3s2nTJjIzM+fRooiIrAQJA8vn89HX18drr73G7du3+ed//mfOnj1LVVUV8PvLdQcPHqS5uZlAIMDAwAA+n4+kpCQqKioA2LZtG7t376a2tpa+vj6CwSC1tbXs3bvX3jpWVFTgdDrx+XwMDAwQCARobm7G5/PpCUEREUl8D+urX/0qb7/9Nq+88gqvvvoqf/RHf8RLL71kBxbAoUOHGB8f58iRI8RiMXJzc+ns7GTdunV2zblz56ivr2f//v0AlJSUcPz4cXt8/fr1XLhwgbq6OoqKinC5XFRXV1NTU7OQ/YqIiKEcsVjskf0oCd3kXRnU48qgHh+e6x+Xz0MXfV//3dI9dCEiIrIcKLBERMQICiwRETGCAktERIygwBIRESMosERExAgKLBERMYICS0REjKDAEhERIyiwRETECAosERExggJLRESMoMASEREjKLBERMQICiwRETGCAktERIygwBIRESMosERExAgKLBERMYICS0REjKDAEhERIyiwRETECAosERExggJLRESMoMASEREjKLBERMQICQOrsbERl8sV9/PEE0/Y45Zl0djYyPbt20lLS6O0tJQbN27EnSMWi+H1esnIyCAjIwOv10ssFour6e/vZ9++faSlpZGVlUVTUxOWZS1QmyIiYrpZ7bA8Hg83b960f65evWqPnTx5ktOnT9PU1ERXVxdut5vy8nLu3r1r11RVVREKhWhvb6ejo4NQKMSBAwfs8Tt37lBeXk5KSgpdXV0cO3aMlpYWTp06tYCtioiIyVbNqmjVKlJTU6cctywLv9/P4cOHKSsrA8Dv9+PxeOjo6KCyspKbN29y+fJlLl26RH5+PgAnTpygpKSEcDiMx+Ohvb2d8fFx/H4/TqeT7Oxsbt26RWtrKzU1NTgcjgVsWURETDSrHdYHH3xAVlYWX/7yl/nLv/xLPvjgAwAGBweJRCLs2rXLrnU6nRQWFnL9+nUAgsEga9eutcMKYOfOnSQlJcXVFBQU4HQ67Zri4mKGhoYYHBycd5MiImK+hDusp556itbWVjweD8PDw7z66qvs2bOHa9euEYlEAHC73XHvcbvdDA0NARCNRklOTo7bJTkcDjZu3Eg0GrVr0tPTp5xjcmzLli0PnF84HJ5Fmw823/ebQD2uDOpxZVicHtcswjkf3nx69Hg8DxxLGFjPPPNM3OunnnqKr3zlK7zzzjt87WtfA5hyyc6yrCkBdb9ENZMPXCS6HDhTc4lMXpJcydTjyqAeV4ZF67Hntwt/znlYrHWc82Pta9euZfv27dy+fdu+rzW5U5o0PDxs75BSUlIYHh6Oe+LPsixGRkbiaqY7B0zdvYmIyKNpzoE1MTFBOBwmNTWVzMxMUlNT6e7ujhvv7e2171nl5eUxOjpKMBi0a4LBIGNjY3E1vb29TExM2DXd3d1s2rSJzMzMh25ORERWjoSB9bd/+7f09PTwwQcf8O///u9897vf5Xe/+x0vvPACDoeDgwcP0tzcTCAQYGBgAJ/PR1JSEhUVFQBs27aN3bt3U1tbS19fH8FgkNraWvbu3WtvGysqKnA6nfh8PgYGBggEAjQ3N+Pz+fSEoIiIALO4h/Vf//VfVFVVMTIywsaNG3nqqaf41a9+RUZGBgCHDh1ifHycI0eOEIvFyM3NpbOzk3Xr1tnnOHfuHPX19ezfvx+AkpISjh8/bo+vX7+eCxcuUFdXR1FRES6Xi+rqampqaha6XxERMVTCwHrzzTdnHHc4HDQ0NNDQ0PDAmg0bNnD27NkZz5OTk8PFixcTTUdERB5R+ixBERExggJLRESMoMASEREjKLBERMQICiwRETGCAktERIygwBIRESMosERExAgKLBERMYICS0REjKDAEhERIyiwRETECAosERExggJLRESMoMASEREjKLBERMQICiwRETGCAktERIygwBIRESMosERExAgKLBERMYICS0REjKDAEhERIyiwRETECAosERExggJLRESMMOfAev3113G5XBw5csQ+ZlkWjY2NbN++nbS0NEpLS7lx40bc+2KxGF6vl4yMDDIyMvB6vcRisbia/v5+9u3bR1paGllZWTQ1NWFZ1kO2JiIiK8mcAquvr4+33nqLnJycuOMnT57k9OnTNDU10dXVhdvtpry8nLt379o1VVVVhEIh2tvb6ejoIBQKceDAAXv8zp07lJeXk5KSQldXF8eOHaOlpYVTp07Ns0UREVkJZh1Yn3zyCd///vdpaWnB5XLZxy3Lwu/3c/jwYcrKysjOzsbv9zM6OkpHRwcAN2/e5PLlyzQ3N5Ofn09eXh4nTpzg3XffJRwOA9De3s74+Dh+v5/s7GzKyso4dOgQra2t2mWJiMjsA2sykJ5++um444ODg0QiEXbt2mUfczqdFBYWcv36dQCCwSBr164lPz/frtm5cydJSUlxNQUFBTidTrumuLiYoaEhBgcHH647ERFZMVbNpuitt97i9u3bnDlzZspYJBIBwO12xx13u90MDQ0BEI1GSU5OxuFw2OMOh4ONGzcSjUbtmvT09CnnmBzbsmXLtHOb3KE9rPm+3wTqcWVQjyvD4vS4ZhHO+fDm06PH43ngWMLACofDvPLKK1y8eJHVq1c/sO7zYQS/v1R4f0DdL1HN5KXA6d47aabmEgmHw/N6vwnU48qgHleGReux57cLf855WKx1THhJMBgMMjIyQkFBAcnJySQnJ/Pee+/R1tZGcnIyX/ziFwHsndKk4eFhe4eUkpLC8PBw3L0oy7IYGRmJq5nuHDB19yYiIo+ehIFVWlrK1atXuXLliv2zY8cOvvWtb3HlyhUef/xxUlNT6e7utt8zMTFBb2+vfc8qLy+P0dFRgsGgXRMMBhkbG4ur6e3tZWJiwq7p7u5m06ZNZGZmLljDIiJipoSXBF0uV9xTgQBr1qxhw4YNZGdnA3Dw4EFef/11PB4Pjz/+OK+99hpJSUlUVFQAsG3bNnbv3k1tbS0nT57Esixqa2vZu3evvXWsqKigqakJn89HXV0d77//Ps3NzfzN3/zNjJcERUTk0TCrhy4SOXToEOPj4xw5coRYLEZubi6dnZ2sW7fOrjl37hz19fXs378fgJKSEo4fP26Pr1+/ngsXLlBXV0dRUREul4vq6mpqamoWYooiImK4hwqsX/ziF3GvHQ4HDQ0NNDQ0PPA9GzZs4OzZszOeNycnh4sXLz7MlEREZIXTZwmKiIgRFFgiImIEBZaIiBhBgSUiIkZQYImIiBEUWCIiYgQFloiIGEGBJSIiRlBgiYiIERRYIiJiBAWWiIgYQYElIiJGUGCJiIgRFFgiImIEBZaIiBhBgSUiIkZQYImIiBEUWCIiYgQFloiIGEGBJSIiRlBgiYiIERRYIiJiBAWWiIgYQYElIiJGUGCJiIgRFFgiImKEhIF17tw5CgsL2bx5M5s3b+aZZ57h3Xfftccty6KxsZHt27eTlpZGaWkpN27ciDtHLBbD6/WSkZFBRkYGXq+XWCwWV9Pf38++fftIS0sjKyuLpqYmLMtaoDZFRMR0CQMrPT2do0eP8q//+q90d3fzp3/6p3znO9/hP/7jPwA4efIkp0+fpqmpia6uLtxuN+Xl5dy9e9c+R1VVFaFQiPb2djo6OgiFQhw4cMAev3PnDuXl5aSkpNDV1cWxY8doaWnh1KlTi9CyiIiYaFWigtLS0rjXP/zhD3njjTfo6+sjJycHv9/P4cOHKSsrA8Dv9+PxeOjo6KCyspKbN29y+fJlLl26RH5+PgAnTpygpKSEcDiMx+Ohvb2d8fFx/H4/TqeT7Oxsbt26RWtrKzU1NTgcjkVoXURETDKne1ifffYZ58+fZ2xsjLy8PAYHB4lEIuzatcuucTqdFBYWcv36dQCCwSBr1661wwpg586dJCUlxdUUFBTgdDrtmuLiYoaGhhgcHJxXgyIisjIk3GHB7+8v7dmzh4mJCZKSkvjJT35CTk6OHThutzuu3u12MzQ0BEA0GiU5OTlul+RwONi4cSPRaNSuSU9Pn3KOybEtW7Y8cG7hcHg2LSza+02gHlcG9bgyLE6PaxbhnA9vPj16PJ4Hjs0qsDweD1euXOGTTz4hEAhw8OBBfv7zn9vj91+ysyxrSkDdL1HN5AMXiS4HztRcIpOXJFcy9bgyqMeVYdF67Pntwp9zHhZrHWd1SXD16tV86UtfYseOHbz88ss8+eSTtLa2kpqaCmDvlCYNDw/bO6SUlBSGh4fjnvizLIuRkZG4munOAVN3byIi8mh6qN/DunfvHp9++imZmZmkpqbS3d1tj01MTNDb22vfs8rLy2N0dJRgMGjXBINBxsbG4mp6e3uZmJiwa7q7u9m0aROZmZkP1ZiIiKwsCQPrRz/6EVevXmVwcJD+/n6OHj1KT08Pzz33HA6Hg4MHD9Lc3EwgEGBgYACfz0dSUhIVFRUAbNu2jd27d1NbW0tfXx/BYJDa2lr27t1rbxsrKipwOp34fD4GBgYIBAI0Nzfj8/n0hKCIiACzuIcViUTwer1Eo1G+8IUvkJOTQ0dHB8XFxQAcOnSI8fFxjhw5QiwWIzc3l87OTtatW2ef49y5c9TX17N//34ASkpKOH78uD2+fv16Lly4QF1dHUVFRbhcLqqrq6mpqVnofkVExFAJA8vv98847nA4aGhooKGh4YE1GzZs4OzZszOeJycnh4sXLyaajoiIPKL0WYIiImIEBZaIiBhBgSUiIkZQYImIiBEUWCIiYgQFloiIGEGBJSIiRlBgiYiIERRYIiJiBAWWiIgYQYElIiJGUGCJiIgRFFgiImIEBZaIiBhBgSUiIkZQYImIiBEUWCIiYgQFloiIGEGBJSIiRlBgiYiIERRYIiJiBAWWiIgYQYElIiJGUGCJiIgRFFgiImIEBZaIiBghYWD9+Mc/pqioiM2bN7N161aef/55BgYG4mosy6KxsZHt27eTlpZGaWkpN27ciKuJxWJ4vV4yMjLIyMjA6/USi8Xiavr7+9m3bx9paWlkZWXR1NSEZVkL0KaIiJguYWD19PTwve99j3fffZdAIMCqVat49tln+Z//+R+75uTJk5w+fZqmpia6urpwu92Ul5dz9+5du6aqqopQKER7ezsdHR2EQiEOHDhgj9+5c4fy8nJSUlLo6uri2LFjtLS0cOrUqQVuWURETLQqUUFnZ2fc6zNnzpCRkcG1a9coKSnBsiz8fj+HDx+mrKwMAL/fj8fjoaOjg8rKSm7evMnly5e5dOkS+fn5AJw4cYKSkhLC4TAej4f29nbGx8fx+/04nU6ys7O5desWra2t1NTU4HA4FqF9ERExxZzvYY2OjnLv3j1cLhcAg4ODRCIRdu3aZdc4nU4KCwu5fv06AMFgkLVr19phBbBz506SkpLiagoKCnA6nXZNcXExQ0NDDA4OPlx3IiKyYiTcYd3vxRdf5MknnyQvLw+ASCQCgNvtjqtzu90MDQ0BEI1GSU5OjtslORwONm7cSDQatWvS09OnnGNybMuWLdPOJxwOz7WFBX2/CdTjyqAeV4bF6XHNIpzz4c2nR4/H88CxOQXWSy+9xLVr17h06RKPPfZY3Nj9l+wsy5oSUPdLVDP5wMVMlwNnai6RycuRK5l6XBnU48qwaD32/HbhzzkPi7WOs74k2NDQwPnz5wkEAnG7ndTUVAB7pzRpeHjY3iGlpKQwPDwc98SfZVmMjIzE1Ux3Dpi6exMRkUfPrAKrvr6ejo4OAoEATzzxRNxYZmYmqampdHd328cmJibo7e2171nl5eUxOjpKMBi0a4LBIGNjY3E1vb29TExM2DXd3d1s2rSJzMzMh+9QRERWhISBVVdXxzvvvENbWxsul4tIJEIkEmF0dBT4/eW6gwcP0tzcTCAQYGBgAJ/PR1JSEhUVFQBs27aN3bt3U1tbS19fH8FgkNraWvbu3WtvHSsqKnA6nfh8PgYGBggEAjQ3N+Pz+fSEoIiIJL6H1dbWBmA/sj6pvr6ehoYGAA4dOsT4+DhHjhwhFouRm5tLZ2cn69ats+vPnTtHfX09+/fvB6CkpITjx4/b4+vXr+fChQvU1dVRVFSEy+Wiurqampqa+XcpIiLGSxhY938axXQcDgcNDQ12gE1nw4YNnD17dsbz5OTkcPHixYR/noiIPHr0WYIiImIEBZaIiBhBgSUiIkZQYImIiBEUWCIiYgQFloiIGEGBJSIiRlBgiYiIEeb89SIii831j3P95Ok1i/Zp1bHK/7so5xWRudMOS0REjKDAEhERIyiwRETECAosERExggJLRESMoMASEREjKLBERMQICiwRETGCAktERIygwBIRESMosERExAgKLBERMYICS0REjKDAEhERI+jrRURk1ub+1S9zMfuvidHXvjyatMMSEREjKLBERMQIswqs9957j29/+9tkZWXhcrl4++2348Yty6KxsZHt27eTlpZGaWkpN27ciKuJxWJ4vV4yMjLIyMjA6/USi8Xiavr7+9m3bx9paWlkZWXR1NSEZVnzbFFERFaCWQXW2NgY2dnZHDt2DKfTOWX85MmTnD59mqamJrq6unC73ZSXl3P37l27pqqqilAoRHt7Ox0dHYRCIQ4cOGCP37lzh/LyclJSUujq6uLYsWO0tLRw6tSpBWhTRERMN6uHLvbs2cOePXsA8Pl8cWOWZeH3+zl8+DBlZWUA+P1+PB4PHR0dVFZWcvPmTS5fvsylS5fIz88H4MSJE5SUlBAOh/F4PLS3tzM+Po7f78fpdJKdnc2tW7dobW2lpqYGh8OxkH2LiIhh5n0Pa3BwkEgkwq5du+xjTqeTwsJCrl+/DkAwGGTt2rV2WAHs3LmTpKSkuJqCgoK4HVxxcTFDQ0MMDg7Od5oiImK4eT/WHolEAHC73XHH3W43Q0NDAESjUZKTk+N2SQ6Hg40bNxKNRu2a9PT0KeeYHNuyZcu0f344HJ7X/Of7fhOY1+OapZ6AbTn93S2PuSyPtVkefxcPZ3HmvjzWZdJ8evR4PA8cW7Dfw7r/kp1lWVMC6n6JaiYfuJjpcuBMzSUyeTlyJTOyx1n+Ls4fwnL5u1s267hM1mZZ/F08hEVbx2WyLpMWa33mfUkwNTUVwN4pTRoeHrZ3SCkpKQwPD8c98WdZFiMjI3E1050Dpu7eRETk0TPvwMrMzCQ1NZXu7m772MTEBL29vfY9q7y8PEZHRwkGg3ZNMBhkbGwsrqa3t5eJiQm7pru7m02bNpGZmTnfaYqIiOFmFVijo6OEQiFCoRD37t3jo48+IhQK8eGHH+JwODh48CDNzc0EAgEGBgbw+XwkJSVRUVEBwLZt29i9eze1tbX09fURDAapra1l79699taxoqICp9OJz+djYGCAQCBAc3MzPp9PTwiKiMjs7mH9+te/5pvf/Kb9urGxkcbGRl544QX8fj+HDh1ifHycI0eOEIvFyM3NpbOzk3Xr1tnvOXfuHPX19ezfvx+AkpISjh8/bo+vX7+eCxcuUFdXR1FRES6Xi+rqampqahaqVxERMdisAusb3/jGlE+l+DyHw0FDQwMNDQ0PrNmwYQNnz56d8c/Jycnh4sWLs5mSiIg8YvRZgiIiYgQFloiIGOGR/j6sr/XM/vt3FpO+20dEJDHtsERExAgKLBERMYICS0REjKDAEhERIyiwRETECAosERExggJLRESMoMASEREjKLBERMQICiwRETGCAktERIygwBIRESMosERExAgKLBERMYICS0REjKDAEhERIyiwRETECAosERExggJLRESMoMASEREjKLBERMQICiwRETGCAktERIyw7AKrra2NL3/5y6SmpvL0009z9erVpZ6SiIgsA8sqsDo7O3nxxRf567/+a/7t3/6NvLw8nnvuOT788MOlnpqIiCyxZRVYp0+f5s///M/57ne/y7Zt23j11VdJTU3lzTffXOqpiYjIEnPEYjFrqScB8Omnn7Jp0ybeeOMNnn32Wft4XV0dAwMD/PKXv1zC2YmIyFJbNjuskZERPvvsM9xud9xxt9tNNBpdolmJiMhysWwCa5LD4Yh7bVnWlGMiIvLoWTaBlZyczGOPPTZlNzU8PDxl1yUiIo+eZRNYq1ev5itf+Qrd3d1xx7u7u8nPz1+iWYmIyHKxaqkn8HnV1dUcOHCA3Nxc8vPzefPNN/n444+prKxc6qmJiMgSWzY7LID9+/fT2NjIq6++yje+8Q2uXbvGT3/6UzIyMuZ0nvfee49vf/vbZGVl4XK5ePvttxO+p7+/n3379pGWlkZWVhZNTU1Y1rJ4gHJac+1xcHAQl8s15efy5ct/oBnP3Y9//GOKiorYvHkzW7du5fnnn2dgYCDh+0xay4fp0bS1PHfuHIWFhWzevJnNmzfzzDPP8O677874HpPWEObeo2lreL/XX38dl8vFkSNHZqxb6HVcVjssgKqqKqqqquZ1jrGxMbKzs3nhhRf4wQ9+kLD+zp07lJeXU1hYSFdXF+FwmOrqatasWcNf/dVfzWsui2WuPU46f/48f/zHf2y/3rBhw2JMb0H09PTwve99j69+9atYlsXf//3f8+yzz3L9+vUHztu0tXyYHieZspbp6ekcPXqUrVu3cu/ePf7pn/6J73znO/zLv/xL3PwnmbaGMPceJ5myhp/X19fHW2+9RU5Ozox1i7GOyy6wFsKePXvYs2cPAD6fL2F9e3s74+Pj+P1+nE4n2dnZ3Lp1i9bWVmpqapblU4pz7XHSF7/4RVJTUxdrWguqs7Mz7vWZM2fIyMjg2rVrlJSUTPse09byYXqcZMpalpaWxr3+4Q9/yBtvvEFfX9+0/zE3bQ1h7j1OMmUNJ33yySd8//vfp6WlhePHj89YuxjruKwuCS6VYDBIQUEBTqfTPlZcXMzQ0BCDg4NLOLOF9xd/8Rc8/vjj7N27l5/97GdLPZ05GR0d5d69e7hcrgfWmL6Ws+lxkolr+dlnn3H+/HnGxsbIy8ubtsb0NZxNj5NMW8PDhw9TVlbG008/nbB2MdZxRe6w5ioajZKenh53bPJR+mg0ypYtW5ZgVgtr7dq1/N3f/R07d+5k1apV/PKXv6SyshK/38/zzz+/1NOblRdffJEnn3xyxv8ImL6Ws+nRxLXs7+9nz549TExMkJSUxE9+8pMHXlIydQ3n0qOJa/jWW29x+/Ztzpw5M6v6xVhHBdb/N90vLE933FTJyclx14137NjBf//3f3Py5Mll+y/I57300ktcu3aNS5cu8dhjj81Ya+pazrZHE9fS4/Fw5coVPvnkEwKBAAcPHuTnP/852dnZ09abuIZz6dG0NQyHw7zyyitcvHiR1atXz/p9C72OuiQIpKSkTPsLy8CK/qXl3Nxcbt++vdTTSKihoYHz588TCAQS/l+ZqWs5lx6ns9zXcvXq1XzpS19ix44dvPzyyzz55JO0trZOW2vqGs6lx+ks5zUMBoOMjIxQUFBAcnIyycnJvPfee7S1tZGcnMz//u//TnnPYqyjAgvIy8ujt7eXiYkJ+1h3dzebNm0iMzNzCWe2uH7zm98s+xu+9fX1dHR0EAgEeOKJJxLWm7iWc+1xOias5efdu3ePTz/9dNoxE9dwOjP1OJ3lvIalpaVcvXqVK1eu2D87duzgW9/6FleuXJl217UY67giA2t0dJRQKEQoFOLevXt89NFHhEIh+3u1jh49yp/92Z/Z9RUVFTidTtrwg9QAAAFrSURBVHw+HwMDAwQCAZqbm/H5fMv2EsRce3znnXdob2/n5s2bhMNhWlpaaGtrw+v1LlULCdXV1fHOO+/Q1taGy+UiEokQiUQYHR21a0xfy4fp0bS1/NGPfsTVq1cZHBykv7+fo0eP0tPTw3PPPQeYv4Yw9x5NW0OXy0V2dnbcz5o1a9iwYQPZ2dk4HI4/yDquyHtYv/71r/nmN79pv25sbKSxsZEXXngBv9/Pxx9/zH/+53/a4+vXr+fChQvU1dVRVFSEy+WiurqampqapZj+rMy1R4DXXnuNDz/8kMcee4ytW7dy6tSpZXm9fFJbWxsAZWVlccfr6+tpaGgAMH4tH6ZHMGstI5EIXq+XaDTKF77wBXJycujo6KC4uBgwfw1h7j2CWWs4G3+IdVw234clIiIykxV5SVBERFYeBZaIiBhBgSUiIkZQYImIiBEUWCIiYgQFloiIGEGBJSIiRlBgiYiIERRYIiJihP8HVTNu/c50pN0AAAAASUVORK5CYII=)

In [120]:

*# Check whether all members of the house have the same poverty level.*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

*# 1 = extreme poverty*

*# 2 = moderate poverty*

*# 3 = vulnerable households*

*# 4 = non vulnerable households*

colors = OrderedDict({1: 'red', 2: 'orange', 3: 'blue', 4: 'green'})

poverty\_mapping = OrderedDict({1: 'extreme', 2: 'moderate', 3: 'vulnerable', 4: 'non vulnerable'})

mem\_p\_level = train\_df.groupby('idhogar')['r4t3'].unique().sum()

print('Houses with same poverty level of all the members : ',mem\_p\_level)

**Output:**

Houses with same poverty level of all the members : [9643]

In [71]:

*# Check if there is a house without a family head.*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

*#d1 = train\_df.loc[train\_df['parentesco1']==1]*

*#print("Count of Houses without Family head is: ",len(train\_df)-len(d1))*

households\_head = train\_df.groupby('idhogar')['parentesco1'].sum()

*# Find households without a head*

households\_no\_head = train\_df.loc[train\_df['idhogar'].isin(households\_head[households\_head == 0].index), :]

print('There are **{}** households without a head.'.format(households\_no\_head['idhogar'].nunique()))

**Output:**

There are 15 households without a head.

In [115]:

*# Set poverty level of the members and the head of the house within a family.*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

p\_level = int(train\_df[(train\_df['idhogar'] == 1) & (train\_df['parentesco1'] == 1.0)]['Target'])

train\_df.loc[train\_df['idhogar'] == 1, 'Target'] = p\_level

print('There are **{}** houses with different poverty level.'.format(p\_level))

**Output:**

There are 2 houses with different poverty level.

In [14]:

*# Count how many null values are existing in columns.*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

train\_df.isnull().sum()

*# Insight: Gets Count of null values in each column respetively*

Out[14]:

**Output:**

Id 0

v2a1 6860

hacdor 0

rooms 0

hacapo 0

...

SQBovercrowding 0

SQBdependency 0

SQBmeaned 5

agesq 0

Target 0

Length: 143, dtype: int64

In [15]:

train\_df.columns[train\_df.isnull().sum()!=0]

*#Insight: Result is the column names that have null values*

Out[15]:

**Output:**

Index(['v2a1', 'v18q1', 'rez\_esc', 'meaneduc', 'SQBmeaned'], dtype='object')

In [16]:

*# Remove null value rows of the target variable.*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

train\_df.loc[train\_df['v2a1'].isna()]

train\_df['v2a1'].describe()

train\_df['v2a1'] = train\_df['v2a1'].fillna(0)

*# Insight: 6860 rows is with NaN values in "v2a1" column (Monthly rent payment)*

*# As the min value equals to "0",*

*# so the best choice is NaN values are filled with 0*

In [17]:

train\_df.loc[train\_df['v18q1'].isna()]

train\_df['v18q1'].describe()

train\_df['v18q1'].unique()

train\_df['v18q1'] = train\_df['v18q1'].fillna(0)

*#Insight: 7342 rows is with NaN values in "v18q1" column (number of tablets household owns)*

*# As the column values are integers (count of tablets) without 0*

*# thus filling NaN values as 0*

In [18]:

train\_df.loc[train\_df['rez\_esc'].isna()]

train\_df['rez\_esc'].describe()

train\_df['rez\_esc'] = train\_df['rez\_esc'].fillna(0)

*#Insight: 7928 rows is with NaN values in rez\_esc column*

*# Filling values with "0"*

In [19]:

train\_df.loc[train\_df['meaneduc'].isna()]

train\_df['meaneduc'].describe()

train\_df['meaneduc'] = train\_df['meaneduc'].fillna(0)

*#Insight: 5 rows is with NaN values in meaneduc column*

In [20]:

train\_df.loc[train\_df['SQBmeaned'].isna()]

train\_df['SQBmeaned'].describe()

train\_df['SQBmeaned'] = train\_df['SQBmeaned'].fillna(0)

*#Insight: 5 rows is with NaN values in SQBmeaned column*

In [48]:

*# Removing NaN values in the test data and replacing them with "0"*

test\_df.isnull().sum()

test\_df = test\_df.fillna(0)

In [22]:

*# Checking for mixed data columns*

train\_df.columns[train\_df.dtypes == object]

Out[22]:

**Output:**

Index(['Id', 'idhogar', 'dependency', 'edjefe', 'edjefa'], dtype='object')

In [50]:

*# Applying Label Encoding on the columns - 'idhogar', 'dependency', 'edjefe', 'edjefa'*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

**from** **sklearn.preprocessing** **import** LabelEncoder

*#train\_df['dependency'] = train\_df['dependency',inplace = True].replace(yes\_or\_no).astype(np.float32)*

**def** encode\_data(df):

yes\_or\_no = {'no': 0, 'yes': 1}

df['dependency'] = df['dependency'].replace(yes\_or\_no).astype(np.float32)

df['edjefe'] = df['edjefe'].replace(yes\_or\_no).astype(np.float32)

df['edjefa'] = df['edjefa'].replace(yes\_or\_no).astype(np.float32)

df['idhogar'] = LabelEncoder().fit\_transform(df['idhogar'])

encode\_data(train\_df)

encode\_data(test\_df)

**---------------------------------------------------------------------------**

**Output:**

Columns are encoded.

In [99]:

*#Train and Test Split the data*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

**from** **sklearn.model\_selection** **import** train\_test\_split

*#Splitting the data*

X = train\_df[['v18q', 'dis', 'male', 'female', 'estadocivil1', 'estadocivil2', 'estadocivil3','estadocivil4', 'estadocivil5', 'estadocivil6', 'estadocivil7','parentesco1', 'parentesco2', 'parentesco3', 'parentesco4', 'parentesco5','parentesco6', 'parentesco7', 'parentesco8', 'parentesco9', 'parentesco10','parentesco11', 'parentesco12', 'instlevel1', 'instlevel2', 'instlevel3','instlevel4', 'instlevel5', 'instlevel6', 'instlevel7', 'instlevel8','instlevel9', 'mobilephone','rez\_esc', 'escolari', 'age','hacdor', 'hacapo', 'v14a', 'refrig', 'paredblolad', 'paredzocalo','paredpreb','pisocemento', 'pareddes', 'paredmad','paredzinc', 'paredfibras', 'paredother', 'pisomoscer', 'pisoother','pisonatur', 'pisonotiene', 'pisomadera','techozinc', 'techoentrepiso', 'techocane', 'techootro', 'cielorazo','abastaguadentro', 'abastaguafuera', 'abastaguano','public', 'planpri', 'noelec', 'coopele', 'sanitario1','sanitario2', 'sanitario3', 'sanitario5', 'sanitario6','energcocinar1', 'energcocinar2', 'energcocinar3', 'energcocinar4','elimbasu1', 'elimbasu2', 'elimbasu3', 'elimbasu4','elimbasu5', 'elimbasu6', 'epared1', 'epared2', 'epared3','etecho1', 'etecho2', 'etecho3', 'eviv1', 'eviv2', 'eviv3','tipovivi1', 'tipovivi2', 'tipovivi3', 'tipovivi4', 'tipovivi5','computer', 'television', 'lugar1', 'lugar2', 'lugar3','lugar4', 'lugar5', 'lugar6', 'area1', 'area2','rooms','r4h1','r4h2','r4h3','r4m1','r4m2','r4m3', 'r4t1', 'r4t2','r4t3', 'v18q1', 'tamhog','tamviv','hhsize','hogar\_nin','hogar\_adul','hogar\_mayor','hogar\_total', 'bedrooms', 'qmobilephone', 'v2a1', 'dependency', 'edjefe', 'edjefa', 'meaneduc', 'overcrowding']]

*#X = train\_df[['v2a1','rooms','tamhog','r4t3','hhsize','v18q1','tamviv','r4t2','r4h2','r4t1','parentesco1','mobilephone']]*

y = train\_df['Target']

X\_train, X\_test, y\_train, y\_test = train\_test\_split( X , y, test\_size=0.2)

In [106]:

*# Predict the accuracy using random forest classifier.*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

**from** **sklearn.ensemble** **import** RandomForestClassifier

rfc = RandomForestClassifier(n\_estimators=100)

rfc.fit(X\_train,y\_train)

y\_pred = rfc.predict(X\_test)

*# Imported scikit-learn metrics module for accuracy calculation*

**from** **sklearn** **import** metrics

print("Accuracy: **%.2f%%** " % ((metrics.accuracy\_score(y\_test, y\_pred))\*100))

**Output:**

Accuracy: 92.10%

In [108]:

*# train-test split evaluation of xgboost model*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

**import** **xgboost**

**from** **numpy** **import** loadtxt

**from** **xgboost** **import** XGBClassifier

**from** **sklearn.metrics** **import** accuracy\_score

model = XGBClassifier()

model.fit(X\_train, y\_train)

*# make predictions for test data*

y\_pred = model.predict(X\_test)

*# evaluate predictions*

accuracy = accuracy\_score(y\_test, y\_pred)

print("Accuracy: **%.2f%%**" % (accuracy \* 100.0))

**Output:**

Accuracy: 91.32%

In [101]:

*# Check the accuracy using random forest with cross validation.*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

*# k-fold cross validation evaluation of xgboost model*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

**from** **sklearn.model\_selection** **import** KFold

**from** **sklearn.model\_selection** **import** cross\_val\_score

*# CV model*

model = xgboost.XGBClassifier()

kfold = KFold(n\_splits=10, random\_state=7)

results = cross\_val\_score(model, X, y, cv=kfold)

print("Accuracy: **%.2f%%** (**%.2f%%**)" % (results.mean()\*100, results.std()\*100))

C:\Users\Tejasri5\anaconda3\lib\site-packages\sklearn\model\_selection\\_split.py:296: FutureWarning: Setting a random\_state has no effect since shuffle is False. This will raise an error in 0.24. You should leave random\_state to its default (None), or set shuffle=True.

FutureWarning

**Output:**

Accuracy: 62.50% (9.06%)

**Insights:**

1. The Output variable is "Target" variable.
2. The type of the data is float64, int64, object
3. There are biases in the dataset.
4. Count of the members of the houses have the same poverty level - 9643
5. There are 15 houses without a family head.
6. There are 2 households with different poverty level of the members and the head of the house within a family.
7. Null values are existing in columns. (v2a1 – 6860, v18q1 - 7342, rez\_esc – 7928, meaneduc – 5, SQBmeaned – 5)
8. Removed null value rows of the target variable.
9. 92.10% accuracy using random forest classifier.
10. 91.32% accuracy using xgboost model.
11. 62.50% accuracy with cross validation (k-fold cross validation evaluation of xgboost model).